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The Problem:

Determine sample size, n
 Ensuring a required level of precision
Most efficient and largest for a given fixed budget, B

Survey budget, B, is fixed, no matter what the variance is

Upper limit to the variance of an estimator is fixed at V,
whatever B is

ARRTILTATI




P L e L e

»
S ey (@)
C O
e e
t-t
et O
= £ 3
S e N
BC.,nruS
G ot O O s
CLI37 =9
PSR R e
= o . =
SN R A=
e R R AT s
D e.m.\ﬂ
9 § B8 s
Wd I
N
Aaudam
n quVamm\
Qi > =820
s o e o
St SERINRAU Y e
gy M)Wdc
P A=
" — I/rl\h\ulu
S .IVh.
®) = —
an
o o o




| Factors affecting ‘optimal’ n
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 Required precision of estimates— higher
precision desired, larger sample size needed

= Variability of characteristic being measured— more
variable, larger sample size

= Rare characteristic— more rare, larger sample size

- Population size N (sampling fraction)— no effect
on sample size if N Is large
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 For example, SRSWR
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=>» Precision of sample mean does not depend on

1

N

0N SiZe

populat
=» Precision of sample mean depends only on

variability of population values
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» Cost- larger sample size > higher cost

Example

Co+n°Cy

=

total cost of survey

= Simple cost function

1S

fixed cost; C, |
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where C
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n is samp

cost per sample un
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® | evel of detail required

= More Reporting domains > larger sample size needed
m More subclasses (for analysis) = larger sample size

needed
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Basic Steps




Basic Steps for determining n

* How much precision is desired? Or, how much ‘error’ IS
tolerable?

* Relate sample size (n) and precision or error
requirements (an equation based on sampling theory)

* For this equation, estimate the unknown quantities
(usually, variances of population) and solve for value of
n-> n*




| Basic Steps (contd.)
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* Allocate to domains, strata, (subclasses)

* Adjust for precision requirements for estimates
for domains, strata—> n**

* Note: Initial computations may start with sample
size requirements for each domain, stratum, etc.

* Are there sufficient resources for data collection
on n** units? If not, readjust requirements of
precision, reallocate within resource constraints
sample size




| Initial Computations
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= Determine sample size required for SRSWR- n(srs)
= Adjust n(srs), if N is relatively small: (Sl e

14 Nsrs
N

= Adjust n to allow for a more complex sample design using
the deff of the design; n(complex)= n * deff

= Adjust n(complex) to take into account expected non-
response rates, n(adj) = n(complex) * (1+nonresponse rate)
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. Determining n(srs)
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= How much precision do | need? Or, how much
error IS tolerable?

a. Variance of estimate should not exceed a given value V,,

b. Margin of error, e, should be met with a given probability

c. Width of confidence interval should not exceed a prescribed
amount, w

d. CV (or RSE) should not exceed a given value
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Mean (contd)
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db. Margin of error, e, should be met with given
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N(SRS)—
Estimation of Population Mean (contd.)

a Values of o

= 0 (100% confidence level) =» z ,, =

0.05 (95% confidence level) =» z_, = 1.96

0.10 (90% confidence level) =» z_,, = 1.645

Note: Assumption Is that sampling distribution of
sample mean Is normal distribution
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Mean (contd)
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A ¢. Width of confidence Interval should not exceed w

Prob[Y —z_,,SE(Y)<Y <Y+z, ,SE(Y)]=1-o
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Mean (contd)
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a d. CV of sample mean should not exceed CV,
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Stratified Sampling

1Ze In
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Sample Size in Cluster Sampling

d Effect of clustering on variance

* More similar the elements within each
cluster, the larger the deff of cluster sample;
.e., cluster sampling is less efficient
compared to srs

e Sample size needed for a clustered sample
for same precision as n(srs) Is:

e n(cluster) = n(srs) * deff
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1ze for
One-stage Cluster Sampl
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1ze for
Two Stage Cluster Sampl
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Two stage sample size, M

stage sampling
It also depends on variance of ‘y’ between first-stage
units, i.e. 6%, and variance of ‘y’ within second-stage
units, i.e. 6%,
o —
o,, = Variance between PSUs = WZ Y =X)?

o,, = Variance of Y within SSUs =




ing

Two Stage Sampl

(0]

Cost Funct

-+ C, i

*
1

C

lon IS

for ‘n” PSU’sand * m” SSU’s within each PSU, cost
G

funct

c
ue
T D
> ©
LN
mm
=S
SC
(¢b)
Y— o
SN
peipless
(0p]
o
@)
o o
C <
A
M.H
Eo
N 4=
5 &
t-“
%n
Cu
<

RN TR TR T AT LT L i



AL

Costs in Two Stage Sampling

Cost of sampling a unit at first-
stage

Cost of sampling a unit at
second-stage

Cost of traveling to each
sample cluster

Listing M SSU'’s, and cost of
selecting a sample M units
from each cluster

Going back to cluster for
Interview or measurement

Cost of interview or
measurement for a sampling
unit




e |t costs ‘0.5’ person-hour to travel to each sample cluster

e |tcosts ‘1.0’ person-hour to list the ‘20’ SSU within the
cluster and then select a random sample

e |tcosts ‘0.5’ person-hour to return to clusters

Then: C, =0.5+1.00+0.5=2.00

|t costs ‘0.25 person-hour to interview or measure a sampling unit:
C; =0.25
Thus:
C=200n+0.25nm
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Example

Inimum
Cost

M

6.75

Field cost from
equation (2)

7D
15.0
16.0

6.75

7.0

‘n’ from
equation (1)
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Whole
country
I

Region 2 Region 3

Region 1

Districts
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= Add up the individual sample size requirements to

m Calculate sample s

get total sample size
= Adjust depending on resource constraints
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zﬁ.n*
N
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Proportional allocation

Optimum or Neyman allocation

Cost-optimum allocation
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. Sample Allocation to Domains (contd,

m Need for minimum and maximum sample sizes

m Domains may differ in importance— may require
more precise estimates for some domains

m Some domains may be more heterogeneous than
others with greater underlying variability of study
variables

m Survey costs may differ among domains




. Sample Allocation to Domains (contd,

SIZE
Small |Medium | Large

Sector/Subsector

Total Manufacturing
Food and beverages
Wearing apparel
Wood products
Plastic products
Other manufacturing

Note: Need at least two sampling units (minimum) per cell. For
cells with many establishments, specify maximum number. Typically,
all large establishments are selected. Allocate remaining sample
size to the cells.




. Sample Allocation to Domains (contd,

= Optimum allocation (or iIn many cases, proportional
allocation) gives required precision for whole population
(e.g., whole country; total trade establishments) but
may not give required precision for all domains (e.g.,
regions; trade subsectors)

= Equal allocation Is ideal for comparison of domain
estimates but may not be “representative” at the
population level
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a Compromise between equal allocation for

each domain and optimum allocation

e For example, allocate sample size to domain h

ItS Size

proportional to square root of
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Sample size: Other Issues

= Different survey variables may have
different sample size requirements for a

given desired
® Prioritise anc

precision
select the critical study variables

= Compute rec

uired sample size for each

= Adopt the largest sample size required

a Finally, Sample size determination and

allocation Is an

terative process.
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